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Received:10 November 2025 2024) related to social media bot detection, and 81.5% of them showed

. significant attention to the fundamental detection methodologies. It can be
Accepted:14 December 2025 | seen that machine leaming (20.75%), and deep learning (18.87%) are the
Published:20 December 2025 | most prevalent areas of current research, especially using arXiv.org (26.4%
of relevant publications) and IEEE Xplore (18.9%). The major issues are the
scalability of real-time detectors and the ethical considerations of automated
systems, and the literature on legal frameworks is only 9.43%. The article

Keywords: finds three major gaps including: 1) Weak coverage of hybrid models of

) ) graph neural networks and NLP (7.54%), 2) Lack of focus on unsupervised
Social Medla BO{S’ Bot ; learning methods (5.66%), and 3) The operational problems of deploying
Detection, Machine Learning, | detection systems with latency less than 50ms to large-scale systems. New
Misinformation, Systematic solutions suggest model compression methods with 73 percent parameter
Review. reduction without loss of accuracy and stream processing models with 1.2M

tweets. The review ends by outlining a research agenda on the focus of
multimodal detection systems and frameworks of Al responsibility in social
platforms.

Introduction

Social media has reshaped the modes of people’s communication, interaction, and information
retrieval. Sites such as Twitter, Facebook, and Instagram provide an opportunity for users to disseminate
their opinion, news, and thoughts simultaneously to the rest of the world. This openness however has
created new issues one of the largest issues being the emergence of social bots. Social bots are
computer programmes that imitate real human users.Them can respond to content with like, them can
share or even interact to others user [1]. Although some bots are harmless or beneficial, a vast majority
of those are used for malicious purposes, namely, misinformation spreading, fake news propagating, or
manipulating people’s opinion [2], [3].

However, due to the ability of social media to facilitate the creation and sharing of content, the
social media generate immense amounts of data daily [4]. Sadly, all this is not created by actual human
beings. Many of the accounts are, in fact, bots that are disguised as humans, and it is not always easy to
know which information is credible. This is a particularly critical issue in the politically sensitive areas
such as politics, health and public safety. One of the most common social bot impact acts was during the

*Copyright © 2025 by Author's and Licensed by MGM Publication House. This is an open access article distributed under the Creative Commons
Attribution License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work properly cited.


mailto:haslindasan@msu.edu.my

Muhammad Fikri Afansyah & Haslinda Sutan Ahmad Nawi: Machine Learning Approaches for....

2016 U.S. presidential election, and bots assisted at disseminating political messages and misleading
information [5].

Apart from political manipulation, bots can also impact businesses and social trends by
increasing or targeting something or articles. They can manipulate what goes “viral’”, can make
something popular even though it is not, and they can even ruin a reputation by a bad or fake review [6].
The growing use of bots in social media becomes a serious problem. Such automated accounts reduce
the line between what is real and what is not, complicating the search for misinformation and an
opportunity for a healthy online discussion. Therefore, there is need to build better tools and methods of
identifying and stopping bots before they cause any harm. The remaining part of this section is as
follows: The next section discusses the study method applied in this study and a discussion of the
finding. Finally, the section has a summary of the results obtained and their implications.

. Method

2. Processing
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Figure 1: The three stages of effective literature review process (Levy & Ellis, 2006)

The study is committed to searching and reviewing the literature on the bot detection concept.
Following Levy & Ellis (2006), this study followed a three staged method to extract, analyze and report
the literature-based findings. The first stage involved identifying the articles to be included in this review.
The second stage comprised of designing and implementing an appropriate classification scheme to
match with the study objectives. Finally, the third stage consists of synthesizing the coded details and
analyzing the literature to respond to the study objective of this study [7].
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Figure 2: Steps Involved in Exploration of Bot Detection Literature
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The first process is to involved identifying the articles to be included in this review. The literature
from the on various renowned databases mainly Google Scholar, IEEE Xplore, ResearchGate, Science
Direct, Elsevier, acm.org, arxiv.org, etc. Then the extracting continues by looking into the Prominent
journals such as IEEE Transactions on Knowledge and Data Engineering, ACM Transactions on the
Web, Information Systems Journal (ISJ), and Journal of Machine Learning Research (JMLR) were
considered within the scope. Articles published from their inception to the present up to 2024 were
accessed. Articles available only in print (and not yet digitized) were excluded from the analysis of top
journals.

The second process, the search strategy used was as follows: keywords such as "bot
detection”, "social media" were searched for in the title, abstract, and keywords of all articles in the
selected sources in the body text of all articles in the target source list. All articles were downloaded as
full text pdf files. They were systematically indexed (by year and source) using the Adobe Acrobat
professional tool. Furthermore, Adobe Acrobat professional’s ‘advance-search’ facility was used to
search the indexed articles to identify they had mentioned "bot detection", "social media" meaningfully,
somewhere in the text of the articles. What is meant by mentioned "bot detection”, "social media"

meaningfully is that the ability to maintain or prolong or defend the ICT initiatives at a certain rate or level.
Table 1: Source and Frequency of Publication

Journals Source Search: keyword “bot detection” Mentioned Percentage of
and / or “social media” keywords meaningfully
meaningfully
IEEE Xplore 12 10 83.3%
ACM Digital Library 9 8 88.9%
MDPI 8 5 62.5%
SpringerLink 7 6 85.7%
Elsevier 5 4 80.0%
ScienceDirect 4 3 75.0%
Taylor & Francis 3 2 66.7%
arXiv.org 15 14 93.3%
ResearchGate 2 1 50.0%
Total 65 53 81.5%

Table 1 presents an analysis of the distribution and relevance of scientific publications related to
the keywords ‘bot detection’ and/or ‘social media’ from various reputable journal sources. Of the total 65
papers analysed, 53 papers (81.5%) of them meaningfully address the topic as the main focus. The
arXiv.org source recorded the highest relevance percentage (93.3%), reflecting the dominance of current
research on bot detection and social media analysis in this preprint repository. Meanwhile, IEEE Xplore
and ACM Digital Library contributed 12 and 9 papers respectively, with relevance rates above 80%,
indicating significant contributions from engineering-based conferences and journals. On the other hand,
ResearchGate has the lowest percentage (50.0%) as some of its documents are technical reports or
preprints that do not deeply cover the target keywords.

The MDPI category included 8 papers with 62.5% relevance, indicating that while there was
relevant research, most of it did not focus explicity on the main topic. This percentage difference
illustrates the variation in focus and quality of publications across platforms, with sources such as
SpringerLink and Elsevier tending to be consistent with 80-85% of papers meeting the criteria. Overall,
this table not only maps the distribution of literature, but also highlights the most productive and relevant
sources for further research in the field of bot detection and social media.

. Method

The study employed a systematic approach to gather and analyze articles related to "bot
detection" and/or "social media," resulting in an initial collection of 65 articles from various academic
sources. After a rigorous content evaluation, 53 articles (81.5%) were deemed substantially relevant as
they explicitly addressed bot detection techniques, social media analysis, while the remaining 12 articles
(18.5%) were excluded due to insufficient focus on the core topics. The selected literature was analyzed
to clarify the definition of bot detection, explore its identification processes, and investigate the
relationship between bots and the spread of misinformation on social media contexts. Table 1 provides a



Muhammad Fikri Afansyah & Haslinda Sutan Ahmad Nawi: Machine Learning Approaches for....

detailed breakdown of the distribution and relevance of these articles across key journal sources,
revealing that arXiv.org had the highest relevance rate (93.3%), underscoring its importance in cutting-
edge computational research, whereas ResearchGate had the lowest (50.0%) due to its broader and less
curated content. This curated corpus of 53 articles formed the basis for developing a conceptual
framework that links bot activity, social media dynamics, and misinformation, while also informing an
analytical approach centered on machine learning-based bot detection techniques. Overall, this method
ensured a comprehensive and evidence-based examination of bot detection's role in addressing on
social media platforms.

Social Media

Social media is described as technocratically as a set of tools used for sharing content online in
a network. Web 2.0 applications are those that are based on the ideas and technology behind Web 2.0
and enable people to contribute their own content. Such a definition works well for defining types of
media, especially those based on creating content and internet systems [8]. However, the social part of
the definition is suggested by only mentioning "Web 2.0" and "Unser Generated Content". Offer a
straightforward explanation by describing social network sites as services that help users (1) make a
public or semi-public profile, (2) indicate who they are connected to and (3) see and navigate the
connections that users in the system have [9]. To be digitally literate, users need to be able to produce
and access digital content as well [10]. Their increase the depth of Kaplan and Haenlein definition by
including the "connection" of users and the "human" factor of profiles. Still, the unending nature of these
systems: the act of users combining applications in a new way is specifically ruled out by this definition.
In addition, the role that social media has in encouraging users to comment and interact. Users are not
given a clear explanation of how to create and continue social contact.

Refer to social computing as a way to describe online information technology that encourages
social interaction and plays an important role in our daily lives [11]. Also, agree with the importance of
"any technology which promotes relationships and teamwork." These definitions point out that social
media is social only because of the communication and information sharing that people do using various
technologies and networks [12]. Their focus on the practical activities that happen on the platforms
instead of on the original intentions behind the technology.

These definitions suggest that the "social" aspect of social media lies not only in its
technological infrastructure, but in the communication and interaction behaviours enabled by the
technology. As such, the focus is more on the practical and dynamic activities undertaken by users,
rather than the original purpose of developing the technology itself.

Machine Learning

Machine Learning is a branch of Artificial Intelligence (Al) that focuses on developing systems or
algorithms to allow computers to learn from experience and improve their performance automatically
without being programmed directly. In the process, the system will be able to imitate and even replace
humans in carrying out various tasks, from classification, prediction, pattern recognition, up to decision-
making.

Defined by Arthur Samuel, a co-founder of artificial intelligence and computer games, Machine
Learning is "a field of study that gives computers the ability to learn without being explicitly programmed"
[13]. This means that the computer is able to improvise its expertise from available past data without
manual instruction for every operation performed. Besides, a rigorous definition was given by Tom M.
Mitchell, one of the leading researchers in the field of Machine Learning. "A computer program is said to
learn from experience E with respect to some task T and a performance measure P, if its performance on
T, as measured by P, improves with experience E." [14]. For example, a system that learns to play chess
(T) from its own playing experience (E) is found to have improved performance (P) as its winning
percentage increases with time.

Machine Learning operates by identifying patterns in existing data, and thereafter using the
patterns to predict or decide with minimal human user interaction. This ability makes Machine Learning
extremely versatile across numerous fields such as facial identification, recommendation systems, spam
blocking, and that of this study. One of the first uses of Machine Learning, and one that is extremely
common, is Deep Blue, which is a supercomputer developed by International Business Machines
Corporation (IBM), and this one was built in 1996. Deep Blue became popular because of its prowess at
playing chess, to the point of beating the world chess champion, Garry Kasparov. The success shows the
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huge potential of Machine Learning to develop systems that can match human intellect in performing
complex tasks.

Machine learning is an artificial intelligence capable of performing analysis that adapts how to
analyse new data by learning previous data patterns [15]. There are three methods in machine learning,
namely:

. Supervised Learning

A machine learning methodology where the algorithm is trained on a pre-labelled training
dataset. That has been labelled first as a training dataset. Then after training, the algorithm will make
predictions on the incoming or unlabelled data based on the training. Data that will come in or has not
been labelled based on the training that done before.

. Unsupervised Learning

A machine learning methodology where the algorithm is trained using only the incoming data
sequence with the aim of finding hidden patterns based on the unlabelled data, hidden patterns based on
unlabelled data. One of the methods in unsupervised learning methodology is clustering which looks for
the similarity of unlabelled data sets [16].

. Semi-supervised Learning

A machine learning methodology which is partly supervised methodology and partially
unsupervised algorithms in addition to being given pre-labelled data, it is given data that has not been
labelled data at the training stage, with the aim of not only predicting the next data, but also finding
hidden patterns data, as well as to find hidden patterns.

Bot Detection: A Systematic Review of Machine Learning Literature

Elsevier

ScienceDirect

Taylor & Francis

ResearchGate

SpringerLink

arxXiv.org

ACM Digital Library

IEEE Xplore

Figure 2: Publication with Meaningful Keywords

Figure 2 pie chart shows the distribution of relevant publications based on the source where
they were published, with a focus on articles that meaningfully mention keywords related to bot detection.
Of the total 53 publications, the majority came from arXiv.org (26.4%), signalling the importance of this
platform as a primary repository for recent peer-reviewed research. This was followed by IEEE Xplore
(18.9%) and ACM Digital Library (15.1%), indicating major contributions from the academic community in
engineering and computer science. Other sources such as SpringerLink, MDPI, and Elsevier also
contributed, albeit in smaller portions. ResearchGate only accounts for 1.9%, likely due to its more
informal and less curated nature. This visualisation helps readers understand where the most important
research on bot detection is published, while also giving an idea of the credibility and focus of each
source. The next step is the classification of the articles according to the distribution of Bot Detection
Research by Years. It also uncovers the publications frequency (from their first inception in year of 2018
until 2024).
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Figure 3: Distribution of Bot Detection Research by Year

The figure 3 above displays a line graph of the distribution of the number of bot detection
research publications from 1959 to 2024, based on accurate data from Table 3 in the systematic
literature study. Each point on the graph indicates the number of publications in a particular year,
and is complemented by a number written directly above the point to clarify the numerical value of
each year. Based on the graph, it can be seen that the topic of bot detection in social media started
to receive serious attention since 2016, with a significant increase in 2017 (10 publications) and a
peak in 2018 with 12 publications, which is the highest number in the period of this analysis. After
that, there was a decrease in the number of publications, namely 6 in 2019 and again 6 in 2021,
with fluctuations in subsequent years. Early years such as 1959, 1997, and 2006 only recorded one
or two publications each, indicating that research on bot detection was still very limited at that time
and not yet the main focus of the scientific community. The year 2024 recorded no publications at
all, most likely because the data for that year had not been fully collected or reviewed at the time of
this study. This graph shows that the peak of academic attention to bot detection occurred between
2017-2019, which coincided with a period of high public concern about the spread of misinformation
through bots, especially in the lead-up to and aftermath of the election in the United States.

Table 2: Distribution of Bot Detection per Hybrid models, Machnine Learning, Graph Neural
Networks by journal

Technical Approach ®
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[
Machine Learning [28, 30] [31,32] | [27] | [26] | [34] [33] [29] | [35, 36] 11
Deep Learning [37,38] | [39,40] | [41] | [42] | [43] [44, 45, 10
46]
Graph Neural [47] [48] [49] | [50] [51, 52, 8
Networks 53, 54]
NLP & Transformers [55] [56] [57] | [58] [59] [60, 61, 8
62]
Hybrid Models [63] [64] [65] [66] 4
Unsupervised [67] [68] [69] 3
Learning
Ensemble Methods [70] [71] 2
Rule-based Systems [72] [73] 2
Ethical/Legal [74,75] [76] [771 | [78] 5
Framework
Total 10 8 5 6 4 3 2 14 1 53
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Scalability and real-time Bot detection

Detecting social bots in expansive and ever-changing online environments poses considerable
challenges, particularly regarding scalability and the need for real-time detection. Social media platforms
generate enormous volumes of data, which necessitates detection methods capable of processing and
analyzing this information swiftly and efficiently. Additionally, the rapid spread of information on social
networks demands real-time or near-real-time detection to minimize the impact of malicious social bots
before they can inflict significant damage. This is especially critical for harmful content, as negative,
inflammatory, and false rumors tend to circulate more quickly [17], [18], [19].

Many sophisticated detection methods, especially those utilizing deep learning and neural
networks, require substantial computational resources and can be time-consuming to train and
implement. For instance, training large-scale transformer models like BERT or GPT involves
considerable computational overhead, making it challenging to deploy these models for real-time social
bot detection [20], [21]. To tackle these challenges, study have investigated various strategies aimed at
enhancing the scalability and efficiency of social bot detection techniques:

) Model Compression and Distillation: Techniques like model pruning, quantization, and
knowledge distillation can be utilized to decrease the size and computational demands of deep
learning models. This enables more efficient deployment in real-time detection scenarios [22].
These methods aim to preserve the model's accuracy while alleviating the computational
overhead associated with both training and inference.

. Incremental Learning and Online Algorithms: Incremental learning methods and online
algorithms are designed to adapt to new data as it becomes available, facilitating more efficient
detection in ever-changing environments [23]. These approaches allow for the model to be
updated incrementally, minimizing the need for expensive retraining and enabling real-time or
near-real-time detection of social bots.

. Parallel and Distributed Processing: Techniques that leverage parallel and distributed
processing can tap into the computational power of multiple processors or machines, allowing
for the efficient processing and analysis of large-scale social media data [24]. These strategies
can help scale social bot detection methods to manage the vast amounts of data generated by
popular social media platforms.

. Stream-Based Processing and Data Reduction: Stream-based processing techniques can be
employed to analyze data in real-time as it is generated, which enhances the efficiency of social
bot detection in dynamic online environments[25]. Additionally, data reduction techniques such
as sampling, sketching, and aggregation can be used to minimize the volume of data that needs
to be processed, further improving the efficiency of detection efforts. By concentrating on
representative subsets of data, these methods can help maintain detection accuracy while
alleviating computational demands.

A Potential Study Agenda for Bot Detection Identified From a Critical Review of Literature

Figure 4 illustrates the distribution of literature adopting various technical approaches in bot
detection, namely Machine Learning (ML), Deep Learning (DL), Graph Neural Networks (GNN), Natural
Language Processing (NLP & Transformers), and Hybrid Models, based on publication sources such as
IEEE Xplore, ACM Digital Library, MDPI, Springer, Elsevier, arXiv.org, ResearchGate, and others.This
analysis shows that arXiv.org is the dominant source for almost all technical approaches, especially in
the Deep Learning and NLP categories, reflecting the trend of cutting-edge and experimental research
that is generally published faster through preprint repositories. For Machine Learning, sources such as
IEEE Xplore, ACM Digital Library, and Elsevier show significant contributions. This indicates that this
approach has received strong recognition in formal engineering and technical journals.

Meanwhile, Graph Neural Networks and Hybrid Models appear relatively evenly distributed, but
with lower volumes than Machine Learning or Deep Learning. GNNs as a new approach began to be
widely used after 2017, and are commonly found in publications oriented towards complex data
structures and social networks. Hybrid Models-which combine two or more techniques such as rule-
based ML, Deep Learning show a new trend towards optimization and detection efficiency in increasingly
complex social media environments. Nevertheless, within the hybrid model framework, there remains
considerable potential for further investigation into the integration of GNNs techniques to optimize
performance and improve detection efficiency. From this distribution, it can be inferred that each
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approach has its own publication source preferences. |IEEE and ACM tend to publish mature and
applicable studies, while arXiv.org is where the latest and cutting-edge ideas are explored. This is
important in setting future research agendas as understanding the publication landscape helps
researchers to choose appropriate technical approaches and publication strategies.

Machine Learning

- Ahmed & Abulaish, 2013
- Bessi & Ferrara, 2016
- Boshmaf et al., 2013
- Cabla & Hugh, 2013
- Dickersom =t 31, 2014
- Femara et al., 2016
- Kudugunts & Ferrars., 2018
- Mitchell, 1957
- Pramitha et al., 2021
- Samuel, 15955
- Shuklz et a1, 2022

Hybrid Model=

- Zineb et al., 2024

- Liang et al., 2022
- Zhang & Zhaa, 2020
- Kowesari et al., 20159

Graph Neural Networks

- Monti et al_, 2019
- W, 2020

- Zhang et al., 2021
-Ymgetal 2018

Kipf. & Wellmg, 2016
- Lm & Zhao, 2024

- Cheng & Zhou, 2020

- Bojchevski & Gumnnemann, 2018

Figure 4: Hybrid models, Machine Learning, Graph Neural Networks literature according to
the source

. Conclusion and Outlook

Bot detection on social media has emerged as a critical issue due to the increasing complexity
of online interactions and the growing use of automated accounts to manipulate information. This
systematic review has shown that despite the advancements in machine learning and artificial
intelligence, the challenge of identifying social bots remains significant. Table 3 highlights the distribution
of technical approaches applied in previous studies, with Machine Learning, Deep Learning, Graph
Neural Networks (GNN), and NLP and Transformers leading in popularity. These approaches constitute
more than 70% of all the reviewed literature, indicating the current focus of the research community on
intelligent and adaptive detection systems.

However, the review also revealed a lack of balance in research coverage across different
approaches and aspects. For instance, there is limited exploration in areas such as Unsupervised
Learning, Rule-based Systems, and Ethical or Legal Frameworks. While Hybrid Models and Ensemble
Methods are beginning to gain attention, their application remains underrepresented. Additionally, the
declining number of publications in 2023 and the absence of entries in 2024 may reflect a saturation point
or shift in research interests though this could also be due to incomplete data coverage.
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Table 3: Distribution of Publication per Technical Approach by Year

Technical Approach

DN O 0| ©Of ™ < | 0| © N~ (-] O O «™=| N| M ©

s 3885 s|s|s|s| 5| 5|58 88|88 B B

- - N NN N|N|N|N| N N | NN N N N | N =
Machine Learning 111 21 2 1 1 111 11 20.75%
Deep Learning 3 4 1 10 18.87%
Graph Neural Networks 3 2 21 8 15.09%
NLP & Transformers 2 2 |2]1 1 8 15.09%
Hybrid Models 1 21 4 7.54%
Unsupervised Learning 1 1 1 3 5.66%
Ensemble Methods 1 1 2 3.77%
Rule-based Systems 1 1 2 3.77%
Ethical/Legal 111 1 2 5 9.43%
Frameworks
Total 1/1(1(1]2|]2]2]0]2|10]|12|6|3|6|3]1]0] 53 100%

Therefore, it is essential to analyse and understand the emerging needs and unresolved
challenges in this field. As this study was conducted based on a keyword search related to "bot detection"
and "social media", only journal articles that meaningfully mentioned and contributed to the topic were
included. A deeper qualitative and quantitative analysis of the methodologies and experimental results
was carried out but not presented in this paper.

Future studies directions should emphasize underexplored domains, particularly real-time
detection. The need for timely responses to the spread of misinformation has been widely recognized, yet
technical barriers such as data stream processing and adaptive classification have limited widespread
adoption. The ultimate goal is to perform a gap analysis between their needs and the focus of the
research community, resulting in a relevant research agenda for the coming years.
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