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Abstract: In today’s contemporary business climate, data-driven 
management has emerged as an essential approach for organizations 
progressing towards streamlining overall operations, elevating decision-
making, and promoting creativity. However, when the same data 
analytics assimilates with managerial applications, it leads to intricate 
ethical issues to deal with. This chapter examines vital ethical 
dimensions inherent in data-driven management such as data protection 
and privacy, liability, transparency, and possibilities of fraudulent use. 
The key concern is protecting the data collected while ensuring that it is 
collected with informed and mutual consent from the subjects. At the 
same time, maintaining transparency in data collection and its eventual 
utilization is also crucial to gaining and securing trust. Another 
significant challenge is the liability of companies and individuals to 
maintain and employ the data ethically. This ethical landscape becomes 
further complicated by data manipulation or misuse and the detrimental 
effects of predictive analysis. Businesses can levy data-driven 
management to promote efficiency and innovation as well as trust and 
integrity in their operations by proactively tackling these ethical 
challenges. The chapter unfolds a comprehensive review that delves 
into the ethical challenges and considerations of corporate decision-
making based on data analytics and summarizes the ethical framework 
encompassing principles of transparency and accountability of 
businesses in the era of pervasive data-driven decision-making. 

Keywords:  

Data Analytics, Data-Driven 
Management, Data 
Manipulation, Ethical 
Framework 
 
DOI: 
https://doi.org/10.62823/ExRe/01/03.14 

 

  

 
Introduction 

 In today's dynamic world also referred to as the digital age, organisations are experiencing an 
unparalleled influx of data that has the potential to alter decision-making processes. The exponential rise 
in big data, complex analytics, and artificial intelligence (AI) has resulted in a paradigm shift in 
management techniques, with data-driven decision-making becoming the foundation for organisational 
success (Blackburn et al., 2017). This breakthrough is not only an engineering, but a fundamental 
reevaluation of how companies function and make strategic decisions in an increasingly competitive 
environment (Nair, S. R. (2020).  

 Data-driven decision-making (DDDM), is essentially a significant approach for organisations to 
take advantage of data and analytics to reach informed decision-making, improve organisational 
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effectiveness, and propel strategic goals (Abouelmehdi, K. et.al 2017). Managers today experience both 
challenges and opportunities due to the staggering amount and diversity of data available. Conventional 
approaches where organisation's decision-making methods developed on the idea of intuition and 
experience are now failing to capture the full potential of the massive datasets available at businesses' 
disposal. This shift to DDDM let organisations drop the classic approach of going with gut feelings, 
instead adopting a methodical and fact-based approach to apprise and assist diverse management 
choices.  

 If asked about the biggest or most important reason behind the open acceptance of data-driven 
management is accelerating relationships between organisations and the gio-economy.  Moreover, the 
quick emergence of various digital platforms, e-commerce giants, and social media platforms has proven 
the power of big data that is available to be utilized (Akter, S., & Wamba, S. F. 2016). Henceforth, it also 
becomes imperative for managers to learn the mechanisms to deal with this vast pool of data to get 
meaningful information.   

 It is important to understand that applications of data-driven decision-making are not limited or 
scoped down to a particular sector or industry segment. Business sectors like retail, finance, and even 
healthcare are exploring opportunities wherein they can leverage data as much as possible. This shows 
that organisations nowadays understand clearly the advantages of data-driven-based business acumen 
and its importance in the dynamic and highly competitive business environment.  

 Nevertheless, there are impediments along the way to effective data-driven decision-making. 
Businesses need to cope with issues with data quality, privacy, and a dearth of professionals who can 
handle the demands of today's data configurations. 

Significance of Ethics in Data-Driven Environments 

 Data is primarily an asset that can be exchanged and traded like any other commodity, but it is 
prone to illicit conduct (Ethical Considerations When Using Data for Decision Making,2023). The ethical 
management of knowledge and the use of data to make informed decisions in organizations have 
become progressively more significant in today's data-driven business environment (Alhaili & Mir, 2023). 

 Although digital data gives businesses access to staggering volumes of content that may have 
strategic consequences, its widespread adoption and speedy growth have led researchers to raise their 
concerns regarding data sharing and its use. (Davis and Patterson, 2012; Business Ethics and Big Data, 
2016; Martin, 2015; Zwitter, 2014).   

 According to LaBrie et al. (2014), organisations need to consider a user's feelings towards their 
data being used for different decision-making purposes since the cases of theft, hacking, profiling, and 
various issues invading the privacy of a user are growing progressively. Furthermore, organisations also 
need to understand their responsibility in terms of keeping transparency and providing full protection to 
the users against shared data. Otherwise, cases of illegal use of data or malpractices from an 
organization's end can lead to severe losses in terms of credibility among internal and external 
stakeholders, overall reputation among customers and in the market, and can even have a significant 
impact on revenues (Business Ethics and Big Data 2016).  

Theoretical Background 

• Historical Context of Ethical Data-Driven Decision Making 

 This idea of data-driven decision-making (DDDM) goes back a century ago to when scientific 
management, also referred to as Taylorism, originated in the early 20th Century. The father of scientific 
management Frederick Winslow Taylor was a big proponent of utilising data and empiricism to improve 
workplace efficiencies.  

 From around 1990 all through to the early nineties there was an exponential progression in the 
information age because of the web, internet businesses, and advanced exchanges. The term "Big Data" 
was coined to refer to the extremely large sizes of data that are generated but not limited in its variety, 
velocity, etc. At that time, companies started using data analytics to understand their customers better, 
the market they operate in, and how smoothly operations run. Further data analytics started to be 
integrated with business strategies—going beyond optimization, and sought innovation or competitive 
advantages. 
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 Eventually, the business community started to embrace data-driven decision-making only for 
concerns of ethicality in data-driven decision-making. These concerns were initially centered around data 
privacy and security. Data protection laws began to appear in the 1970s and 1980s, around the world.  

 The integration of artificial intelligence (AI) and imminent Metaverse only extends that peg into 
an already complex direction. There are AI-enabled systems that can understand and operate on data at 
an unimaginably large scale, which also raises concerns about issues such as algorithmic bias, 
accountability, and transparency. Simultaneously, the Metaverse - A virtual and interconnected space in 
which users can interact with each other and digital environments - is influencing new ways we could 
perform data collection and analysis.  

Research Methods 

 The main aim of the study is to put forward a conceptual and summarized literature focussing on 
ethical challenges and considerations for data driven management. The study is qualitative and backed 
by extensive literature review conducted around keywords including data driven management, ethical 
principles in data driven management, challenges with new technologies associated with data driven 
management etc. Following research questions have been focussed to be answered with the current 
literature: 

RQ1:  Critically examine the role and functionality of ethical practices in data-driven environments 

RQ2:  Detail the principles that create base for data-driven ecosystem 

RQ3:  Examine the ethical challenges in practicing data-driven decision making 

RQ4:  Explain corporate examples where data-driven decisions are/were executed 

Findings 

Key Ethical Principles 

 The nature of challenges in developing an ethical framework for data-driven decision-making 
are not only complex but also diverse. It involves removing biases in data sets and attached algorithms, 
maintaining privacy and handling sensitive data, and bringing complete transparency to the overall 
ecosystem.   

 Ethical handling of the data itself becomes ever more crucial as the data-centric systems 
become more intertwined into the foundation of daily life, affecting everything from consumer behaviour 
to important healthcare decisions. Maintaining public trust requires addressing issues including protecting 
against data breaches, getting consent with due diligence, and maintaining data privacy (Mittelstadt and 
Floridi 2016). Furthermore, there is a significant risk associated with the potential of natural biases in 
data, which could lead to unfair or inaccurate outcomes. 

 The chapter focuses on key ethical principles that need to be addressed by organisations while 
driving decisions based on the humongous volume of data with the help of technical advancements 
placed today. It includes privacy, fairness, transparency, accountability, and beneficence for data-driven 
businesses (Prinsloo et al., 2023). 

Ethical Challenges in Data-Driven Decision Making 

• Privacy and Data Security: In the ethical realm of data-centric management, data privacy is of 
the utmost importance particularly as these technologically advanced systems are handling 
more and more private, sensitive data. Cavoukian and Jonas, 2012 advocate the idea of 
"Privacy by Design," arguing that privacy should be taken into account when AI systems are 
being developed. Taylor et al. (2016), lend weight to this idea and investigate problems and 
possible solutions in maintaining privacy in the time of big data and artificial intelligence.   

 Additionally, Mittelstadt et al. (2016) noted the following primary areas (or issues) of ethical 
concerns about big data's ability to gather and analyse enormous amounts of information: 

▪ Consent in advance 

▪ Anonymity and Data Security 

▪ Ownership 

▪ Impartiality and epistemology 
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 The most important components are full disclosure of information, and comprehension, without 
any coercion or dishonesty on individuals. Nissenbaum, 2009 coined the notion of "contextual integrity" to 
tackle the intricacies related to consent regarding the sharing and utilisation of data. 

According to Hasselbach (2019), there was a noticeable increase in the late 2010s in the 
synthesis of machine learning systems with data systems in a variety of societal realms and companies. 
One prominent example is the built-in assistants on Android and Apple, Alexa, and Siri respectively, that 
exhibit the ability to analyse spoken commands and inquiries either directly on the device itself or by 
using web searches. While these technologies make things more convenient, they likewise result in 
privacy and data security problems, which need to be addressed. 

• Bias and Fairness: Bias in data-driven management is another critical ethical issue, with 
consequences on fairness and equity. Barocas and Selbst (Barocas & Selbst,2016) investigate 
how biased data can alter algorithm-based decision-making resulting in prejudiced outcomes. 
This is especially notable in domains like law enforcement, where predictive policing techniques 
may reflect and perpetuate underlying social biases, or in the field of recruitment, where AI 
systems may unknowingly favour some groups over others based on hiring data from the past. 
Such potential biases in recruiting procedures may grow racial and gender gaps in the 
workplace, impeding attempts to create a society that is more inclusive and equal. 

 In the case of transit scheduling, for instance, location tracking can be beneficial to the 
community. On the other hand, if a particular group (such as those with less access to mobile devices 
used for location tracking) is inevitably left out of the source data, the improved transit system will not 
benefit them, and traffic flow may be reported incorrectly (O'Leary, 2013). 

 Though it takes considerable time to create objective data sets and put algorithmic fairness 
mechanisms in place to address these discrepancies, making sure that algorithms address biases is 
essential in ensuring ethical and logical decision-making (Jui, T. D., & Rivas, P. 2024). To improve 
accuracy, training datasets should be diverse and cover a variety of demographics and circumstances.  

 The process of detection involves frequent testing, review, and auditing of the algorithms. 
Sensitivity analysis, fairness-aware modeling, and differential effect analysis can identify biases that may 
affect system performance for different users (Van de Sande, D. et al. 2022).  

Transparency and Accountability 

Transparency is another important factor that organisations need to address while data 
practicing which includes collecting, harnessing, and exchanging information. The Principle of 
Transparency promotes open information about any known biases or limitations in the entire system. In 
general, transparency refers to furnishing clear and accessible information about the use of data and 
promoting honest and forthright communication among stakeholders (Patel, K. 2024). 

 The question surrounding accountability in data-driven management processes is directly 
related to transparency. As these systems are becoming more and more complex, understanding the 
logic behind the derived decision can be even more challenging. In the absence of strong disclosure, 
questions arise on the accountability and reliability of the system, particularly when the decisions made 
by algorithms have a big influence on people's lives (Patel, K. 2024). To put in the frame as an example, 
the development of driverless vehicles offers a clear illustration of AI accountability issues. In situations 
where these autonomous vehicles were found to be associated with accidents, assessing the 
responsibility and liability became very difficult (Garikapati, D., & Shetiya, S. S. 2024). Further, the 
Principle of Accountability strengthens the ideas of fairness and transparency to the next level, by 
creating frameworks to address biases and gather feedback. It is essential to establish specific 
processes to address and rectify biases discovered, both before system installation and once it is 
operational (Mensah, G. B. 2023). This can include resampling the data, changing the algorithms, or 
even recalibrating the entire framework. Feedback methods like hotlines, digital interfaces, or recurring 
audits, are important sources of data for continuous system improvement (Someh, I. et al. 2019). 

Ethical Considerations in the Metaverse 

• Privacy in Virtual Environments: The growing prevalence of sensor-rich pervasive 
ecosystems poses users' privacy in greater danger Langheinrich (2001). Individual users are 
surrounded by multiple and different sensors, and may unintentionally leave "digital footprints" 
as these sensors are capable of logging contextual information. Therefore, users must have the 
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ability to decide how their digital footprints are disclosed to third parties. Though these apps 
might be helpful, if security measures aren't taken, third parties might steal these digital 
footprints. For instance, while location privacy is protected by some suggested procedures, 
location is merely one form of digital footprint, whereas these mechanisms do not directly 
protect all other types of footprints. It will become more difficult for users to set refined controls 
around who can access certain footprints as both the number and types of sensors increase 
(Kapadia, A et.al. 2007). 

 Because of its architecture, virtual reality (VR) can gather a lot of nonverbal data, including user 
motions, biometrics, and usage habits. According to Bailenson (2018), non-verbal cues are very 
informative and can be exploited for a variety of purposes, such as identifying people who perform 
satisfactorily or poorly and even personalizing adverts.  

 Virtual reality technology gives rise to several problems regarding the privacy of its users. For 
instance, Nwaneri, 2018 pointed out in 2016 that Facebook has a history of testing its users' experiences 
(e.g., proving that deleting good or negative news from feeds influenced their mood). They also pointed 
out that Facebook would be able to carry out similar tests because of the way the Oculus policies were 
written. According to Kumarapeli, 2021 the main VR players are currently concentrating on creating 
lifelike avatars and monitoring user body language and facial emotions.  On the one hand, this could 
improve VR communications. However, the ability to track this data without giving customers the option 
to opt out of unwanted surveillance can reveal several privacy concerns. For instance, the collaboration 
could be affected if the system detects any indications of rage during a VR-mediated exchange and 
displays that clearly on the avatar's face. Thus, it's critical to implement techniques that enhance avatar 
behaviour while removing unwanted emotions and alerting users to those that are now being recognized. 

• Behavioral Data Collection: After the web and mobile Internet revolutions, the metaverse is 
acknowledged as an emergent architecture of the next-generation Internet Grider & Maximo 
(2021) where users can live as digital natives and experience an alternate life in augmented 
reality.  Currently, the metaverse is emerging from its inception into an impending reality shortly 
due to the widespread use of smart devices and the development of enabling technology. New 
information ecology and new application demands are also being created by the major 
inventions and advancements in the aforementioned developing technologies, and the 
metaverse is poised to become a platform for these new developments ( Duan et al., 2021). 

 Regardless of the metaverse's positive developments, security and privacy concerns remain the 
main obstacles to its further growth. In the metaverse, there is potential for a wide range of security 
lapses and breaches of privacy, ranging from the handling of enormous data streams, ubiquitous user 
profiling, and arbitrary AI algorithmic results, to the security of physical assets and human beings 
themselves. . There are several problematic cases involving emerging technology, like the theft of virtual 
currency, an invasion of wearables or cloud storage, and the misuse of artificial intelligence to fabricate 
news.  

 Furthermore, because different technologies are interconnected, the consequences of current 
risks might intensify and become more serious in virtual worlds, and new threats that do not exist in real-
world or online contexts can emerge, including “virtual stalking and virtual spying” Leenes,2007.   

 Soepeno, R. (2021). Future AR and VR expert Cathy Hackl discussed the rapidly developing 
Metaverse in a 2020 Forbes article, emphasising the recording of bodily movements, brainwaves, and 
physiological reactions Hackl, C. (2020). She expressed the risk that data piracy and privacy abuses 
might spread from the existing 2D internet and mobile platforms into 3D virtual worlds, where users might 
have to accept and agree to even more severe terms and conditions.  

 Adverse effects and ethical quandaries are also possible outcomes of identities, especially when 
they take the shape of digital avatars produced by AI metaverse algorithms.  

Case Studies 

 This section in particular discusses some key case studies briefly which have shown both 
exemplary good and some compromised results in terms of data-driven decision-making and the 
approaches adopted for it.  

• Starbucks: One of the biggest and most well-known businesses in the world is Starbucks. One 
of the key reasons behind this success is that Starbucks values data so much that it has an 
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executive leadership team that includes a head of global strategy, insights, and analytics. As per 
Starbucks, "this function employs a range of approaches, from big data analytics to 
ethnography, to support its marketing, trade promotion, product development, pricing strategy, 
and real estate development planning". Starbucks leverages the technique of data analytics in 
several unique ways to enhance business operations, including: 

▪ Choosing the right location 

▪ Planning and designing menus:  

▪ Dedicated attention: 

• Walmart: With its enormous retail network, Walmart handles a staggering amount of data every 
day. The countless amounts of data are the outcome of every beep of the barcode scanner, 
credit card swipe, and foot tap on the retail floor. Walmart works with a variety of data and, not 
just sales data. The Walmart data universe is woven together by customer demographics, 
shopping trends, supply chain logistics, and even meteorological patterns. Walmart generates 
insights by utilising this vast array of data that goes much beyond the conventional retail 
environment. For all this, there are various tools that Walmart is using includes  

▪ Hadoop 

▪ Apache Spark 

▪ Machine Learning 

▪ Tableau 

▪ IoT 

 Walmart through very simple yet notable pointers has been able to transform the big data into a 
successful strategic wisdom that makes it the world's biggest retailer. Briefly, the pointers include: 

▪ Digging the goldmine of big data 

▪ Learning a Customer's Journey 

▪ Accuracy in optimizing inventory 

▪ Customizing Promotions for customers 

▪ Improving the overall experience of Online Shopping 

▪ Agile Decision-Making based on current data 

 Lastly, the following are a few real time applications that Walmart is deriving from data-driven 
management: 

▪ Optimization of Shelf space using Heat Maps 

▪ Demand Forecasting using predictive analysis 

▪ Recommendation based customised shopping experience 

▪ Optimised Logistic Management 

▪ Fraud Detection through Anomaly Detection Algorithms 

 Though businesses like Starbucks and Walmart leveraged the aspect of big data management 
to a very significant level, some examples have not been able to perform the same or even in a few 
cases, the strategy put the companies in compromising situations. A few such cases are discussed as 
follows: 

• Target: New parenthood is one of the instances when retailers have the best potential to modify 
their customers' shopping preferences. As a result, in 2002 Target began creating a pregnancy-
prediction algorithm to draw in prospective new parents by providing complementary coupons 
before competitors were even aware of the pregnancy. Even though sales soared dramatically, 
the special coupons led to the disclosure of pregnancies to third parties.  For example, the 
family of a teenage girl who was pregnant was notified of her pregnancy because of the 
advertisements she got, which included products for babies. Not only does this type of 
unnecessary notification violate the expecting mother's privacy, but it may also have negative 
implications for her.  
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• Pinterest: Opposite to Target's accurate but invasive research of its customers' circumstances, 
in 2014, the social networking platform Pinterest erroneously congratulated a certain segment of 
its audience on getting married.  A significant portion of the content on the website corresponds 
to weddings and the accessories that go along with them, but many of the recipients had no 
intention of getting married or even being in a relationship, and in some cases, there was no 
apparent association at all between the content they were viewing and marriage. Consequently, 
a few of the incorrectly addressed users voiced their complaints on Twitter, attracting 
considerable media attention. Following that, Pinterest issued an apology, saying that the 
wording, which implied the near future of a real wedding, was a mistake and that they wanted to 
attract those who are interested in wedding-related content (Roy, J. 2014). 

• Tay: Microsoft in 2016 introduced Tay, an AI chatbot designed to imitate a teenage girl's 
conversational style on Twitter and engage with English-speaking users. The intention was to 
participate in conversations with a youthful target audience while also researching 
conversational understanding. An identical trial was previously carried out in China, where 
"XiaoIce" was functioning properly. But this time, things didn't work out as planned. Tay had to 
be taken down after less than 24 hours and roughly 100,000 tweets because it had transformed 
into a racist, genocide-promoting website. Many of the inappropriate tweets it sent out were the 
result of people copying messages from other websites and using the "repeat after me" feature, 
but other tweets were the result of AI learning from the inputs it had received. As a result, 
comments such as "Hitler would have performed a better job than the monkey we have now" 
and "Bush did 9/11" were made (Kleeman 2016). In addition to shutting down Tay, Microsoft 
also removed the insensitive tweets and apologised, citing the experimental design's scientific 
and unpredictable aspects while also admitting to a mistake in underestimating the internet's 
potential for disruption and its users' parts. This incident exposed the susceptibility of an 
internet-based learning AI to corruption, even by a small number of individuals, and the 
importance of adequate supervision. It also demonstrated the significant impact that cultural 
variations have on how technological innovations are used and the importance of considering 
those while developing original ideas or putting existing ones into practice (Kleeman, S. (2016);  

Best Practices and Guidelines 

 This chapter not only seeks to address the ethical challenges but also to put forward a few 
guidelines for multiple stakeholders to consider and take sufficient benefit from. Briefly following are 
some guiding principles for the beneficiaries to note:  

• The effective use of representative and diverse training datasets should be a top priority for AI 
developers and system operators (Daugherty, P. R., et al. 2020). By doing this, one can make 
sure that AI systems are trained on a diverse set of data, preventing specific demographic 
groups from being overlooked or excluded. Furthermore, thorough data representation 
guarantees fairness and reduces biases in data-driven decision-making processes (Mittelstadt, 
B. D., et al. 2016). 

• Organisations must prioritize obtaining individuals' informed consent before gathering and 
processing their data. This means making explicit to the users, the purpose of data collecting, 
and the intended use, and providing them with the option to opt-out of their wish.  

• Continuous training on ethics in AI development and deployment should be provided to platform 
operators, AI developers, and other Metaverse stakeholders (Burr, C., & Leslie, D. 2023). The 
AI community is better equipped to handle potential biases and discrimination when ethical 
issues are clarified on (Mittelstadt, B. D., et al. 2016). 

• Collaborating with independent organisations or external auditors can improve accountability 
and transparency. External audits can guarantee that ethical standards are being met and offer 
an unbiased evaluation of AI systems (Selbst, A. D.et. al 2019). 

• Companies should utilise data anonymization strategies to reduce the quantity of personally 
identifiable data gathered and retained (Nair, V. Et. Al 2023). Adopt data minimization 
techniques to ensure that, in the virtual environment, only the data required for particular AI 
operations is collected (Burrell, J. 2016).  
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• It is imperative to put strong security measures into operation to protect user data against 
hacking, unauthorised access, and theft (Odeleye, B. et.al 2023). To stop data leaks, encryption 
and safe data storage techniques are crucial.  

• In context with the virtual worlds, biometrics such as speech recognition, camera photo ID, and 
fingerprint have shown to be trustworthy methods of verifying identity during virtual interactions. 
Numerous services currently provide multi-factor authentication (MFA) utilising biometrics, like a 
fingerprint on a smartphone. 

Conclusion 

 In all the discussions highlighted throughout this chapter, it is evident that organizations have to 
embrace data-driven decision-making, Metaverse, and artificial intelligence while considering several 
ethical issues. First, let's discuss the history of how managing with data has developed starting from 
scientific management up to modern artificial intelligence systems. With the advancement in the 
utilisation of data in the management of business enterprises, more ethics issues have risen hence a 
need to balance between the innovations and the level of ethics that is expected. 

 We further discussed the framework that can be used when making ethical data-driven 
decisions that include: privacy, fairness, transparency, accountability, and ethical data use. These 
principles act as the basic frameworks that can guide the pursuit of handling the complexities that come 
with modern technology. 

 When addressing the ethical issues, some major concerns include privacy and data security 
whereby privacy and security of people's sensitive data remains a paramount concern, and algorithmic 
bias whereby bias can be seen in algorithms that need to be designed and constantly audited for 
potential discrimination. We also discussed methods of explanation and identifying liability of AI systems 
explaining that businesses should ensure that their decisions are clear and traceable. 

 Ethical consideration arises when incorporating AI and the Metaverse; this includes the virtual 
Self, behavioural data acquisition as well as exploitation in virtual reality. These technologies call for 
proper measures to be taken to prevent the abuse of these technologies; and successful implementation 
of ethical usage while respecting the freedom of users and their privacy. 

 We, therefore, encourage organisations to make ethics part of big data decision-making without 
it being viewed as a mere tick-box exercise but as the right thing to do as part of company culture.  
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